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Abstract: Nowadays, large-scale networks are ubiquitous (e.g., Heterogeneous 5G Nets, Internet, Sensor 
Nets, Social nets, etc.), and there is a growing interest from several research communities in doing inference 
over networks, performing resource allocation distributively, optimizing utility functions over graphs, diffusing 
information among agents, etc. Many of the aforementioned network tasks lead naturally to mathematical 
formulations where agents need to solve nonconvex optimization problems over graphs, such that agents (a) 
have only local knowledge about the problem, and (b) exchange information according to a sparse (possibly 
time-varying) topology. Up to day, there are no optimization algorithms capable to solve nonconvex problems 
under these general settings. In the first part of the talk, we introduce a novel algorithmic framework for 
nonconvex distributed optimization over graphs, termed as NEXT. To cope with nonconvexity and lack of global 
information, NEXT builds on successive convex approximation techniques while using consensus as a 
mechanism for distributing the computations among the agents. NEXT represents the first algorithmic 
framework available in the literature with provable convergence to (stationary) solutions of general distributed 
nonconvex problems. The framework is very flexible and can be customized for several potential applications in 
signal processing, machine learning, communications, and control. The second part of the talk considers the 
problem of how nodes can infer information about the topology (or topology-related properties) of the network, 
based on in-network distributed learning. In particular, we focus on some key concepts from the established 
field of spectral graph theory, such as eigenvector centrality, algebraic connectivity, and the Fiedler vector, 
which allow for a simple and efficient distributed implementation. From these concepts, densely-connected 
node clusters and their sparse cross connections can be identified, as well as the most central and/or important 
nodes. We also highlight how this knowledge can be exploited in several network tasks.
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